H2 Further Mathematics Contents
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*  Augmented matrix of a linear system: (a21 Ay, ay3 bz).
az; as; dsz bs

*  Gaussian elimination: (Reduced) row-echelon form.

* Trace: Sum of all entries on the main diagonal.

* (AB)T =BTAT

e Al=I1A=A

cora=(0 =G D)

e (AB)"'=B"1A1

* Finding inverse: (A|l) - (I|A™1)

e If det(A) # 0, A is invertible.

Matrices * IfAisinvertible, the equation AX = b has exactly one solution,

namely X = A~'b; Ax = 0 has only the trivial solution.
* Adjoint of A (adj(A)) is the transpose of its cofactor matrix.

. _ -1 _
Aladj(A)] = det(A)[; A == t(A) adj(A);
. , : . ible. . —bs k=
———where—A—is-obtatned-byreplacinsthe -th-colimnofAby h-
* Eigenvector of A: Ax = AX, where A is the corresponding

eigenvalue.
e detAI—A)=0
A =PDP!, Pis matrix of eigenvector and D is matrix of

eigenvalue.
Ellipse Hyperbola Parabola
Geometric
. PF PF, =k PF, — PF,| =k | PF = -
Definition 1 + Pk, | 1 2| |XP Xc|
Cartesian x2 2 x? 2
Equati —+y——1 S-3=1 y* = 4cx
quation b2 a2 b2
Parametric {x = acos0 {x = asecO { =cC
Equation y = bsin® y = btan6 = 2¢?
Conics EPOI?r
ation
quatto 0<e<1 e>1 e=1
__ep
1+ecosO
Focus c? = a? — b? c? = a% + b? c
e DEF definition: The ratio of the distance between P and a fixed
point F to the distance between P and a fixed lined: x =k isa
/ —c)2 2
fixed value e. % =e. Let c —ke? =0.




Eccentricit
I o<e<1 e>1 e=1
Range
Eccentricity b2 5
_c e= [1—-— e= [1+— e=-
e=- 22 a2 a

Mathematical
Induction

Let P, be the statement .... When n = 1, LHS=RHS, hence P; is
true; Assume that Py is true for some value of k, prove Py, ; is true.
Since P; istrue and Py istrue = Py, is true, by mathematical
induction, P, istrue forall n € Z7.

Linear Spaces

S is a basis of P if S is linearly independent and S spans P.
Dimension is the number of vectors in the basis of V.

Null space of A is the set of all the solutions of Ax = 0.

Rank of A (rank(A)) is the dimension of row space of A.

Nullity of A (nullity(A)) is the dimension of null space of A.
Foran m X n matrix A, rank(A) + nullity(A) = n.

Linear transformation: T(u + v) = T(u) + T(v) and T(ku) =
kT(u).

For T: R™ —» R", rank(T) + nullity(T) = n.

First-order recurrence relation: x,,; = ax, +b
Xp+1 = aX, + b =a(ax,_; +b) + b =a?%x,_; + (b + ab)

1-— a1’1+1
Recurrence = =a"x, +b—
. 1—a
Relation .
Second-order recurrence relation: axp;, + bx,,q +cx, =0 hasa
general solution of x, = Am] + Bm3. When m; = m,, the solution
is x, = (An + B)m".
Interval bisection: sign of f(a;r—b).
. . C alf(a)|+b|f (D)
Linear interpolation: sign of f( @)l ).
Newton-Raphson: = x, — %)
ewton-Raphson: Xriq =Xy — 575
Numerical Recurrence relation: x,,; = f(x,)
Method .
cthods Trapezium rule: fab f(x) dx = %[f(xo) + 2f(xy) + -+ + 2f(x,—1) +
f(xn)]
Simpson’s rule: fab f(x) dx = g[f(xo) + 4f(x,) + 2f(xy) + -+ +
4f(Xon-1) + f(X2n)]
Further Area under polar curve: [ % r2 d0 (area of sectors of circle)
Application of . .
1 : 2d | fcyl
Integration Volume (disc): [ my? dx (volume of cylinder)

Volume (shell): [ 2myx dy (perimeterxthickness)




Arc length: [ /dx? + dy? (Pythagoras Theorem)

Arc length of polar curve: [ +/dr? + (rd6)?2

Surface area: [ 2my./dx? + dy? (perimeterXthickness)

Integration factor: For % + P(x)y = Q(x), multiply both sides by

I(x) = ef POIdx,

d
() 2 + 1Py = Q)
d
160+ 09y = QUOI()

d
2z UC)y) = Q()I(x)

_ [Q)I(x)dx
Further 1)
Differential 2
. erel.l a Solution to second-order differential equation: ad—jzl +b24c=0
Equation dx dx
A>0 y = Ae™1* 4 Be™M2X
A=20 y = (A + Bx)e™
A<O y = e**(AcosPx + Bsinfx)
Euler’s method: y,,1 =y, + At f(t,, yu)
I d Euler’ thod y;+1 =¥n + At f(tnl YI’I)
mproved Euler’s method: E(tym)+H sty en)
yn+1=yn+At'[ y 2+1Y+1]
Further de Moivre’s Theorem: [r(cos6 + isin®)]™ = r"(cosn6 + isinnd)
Complex i 1 ,0+zkm
Number Roots of z" =rel®: z=rne" n
Conditions for Poisson Distribution: Independence, constant mean
Further rate, randomness
Special If X~Po(A), EX) =4, Var(X) = A
Discrete Conditions for geometric distribution: Independence, two outcomes,
Probability constant probability of success
Distributions Memoryless property: If X ~ Geo(p), PX>m+n|X>n) =

P(X > m)




T2 fx)dx =1

Cumulative density function: F(x) = P(X <x) = f_Xoo f(t)dt

Continuous |°* Median, m: F(m) =1
Random ¢ Mode, m": f(m") > f(x) forall x
Variabl o
AN e E®) = [T xf(x)dx
+00
* E@X) = [, s®f(x)dx
* PX<x)=P(Y<{x)
e Uniform distribution: E(X) = a;'—b, Var(X) = % (b—a)?
Special 2
Continuous
Probability
Distributions —a
" a b N
*  Unbiased estimator for p: X
e Unbiased estimator for o2: S? = ﬁanz
* Unbiased estimator for p: Pg = g
* Explain in context a confidence interval:
If a large number of samples are taken randomly, and their (1-a)
confidence intervals for p are found, then we say that (1-a) of such
intervals will contain p.
* Confidence interval for population mean:
A (1 —-a) Xx100% confidence interval:
Case I:
Confidence o? is known X -z ai)?+z ai)
Intervals 18 know -5 n’ 1-7\n
Case II: A (1 —a)x100% confidence interval:
o? is unknown > s o S
’ X—2z a—,X+2z a—
large sample size ( 1-3 Jn 1-5 \/ﬁ)
Case III: A (1 —a) x100% confidence interval:
o? is unknown > g o
X—t —, X+t —
(normal) ( n-11-3 Jn n-11-3 \/ﬁ)
* Confidence interval for population proportion:
r(1—p) r(1—p)
(R=2,a /T,Ps 2, 0 [=—)
Further * t-test is used when population is normally distributed and sample

Hypothesis

size is small.



沈铭心
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Testing

Presentation:

Test H, against H; (state both hypotheses).
Level of significance: a% (lower/upper/two-tailed).
X-pu

Joz/n

— 2
Under Hy, X~N(u, %), hence Z = ~N(0,1)

Method 1
Critical region: z < a (taking lower-tailed as an example).
X—u

Joz/n

Observed test statistic: z = >a

Hence we do not reject Hy.

Method 2
By using GC, p-value =p
Since p > a%, we do not reject Hy.

Therefore, there is insufficient evidence at a% level of
significance to claim H; (stated).

When using CLT, remember to convert sample variance to unbiased
estimate of population variance.

Assumptions for #-test: Normal distribution, randomness,
independence.

Value of population mean specified by the null hypothesis is
contained in the a% confidence interval. < We do not reject the
null hypothesis ata (1 —a%) level of significance.

) _ Xi-Xo)—(ma—p2)
Two samples test: Under H,, Z =~ &Jré 2 ~N(0,1)

nig nz

For two samples test, X; and X are drawn independently.

2 2
N10s51°tN2052

Unbiased estimate for common variance: S =
n1+n2—2

t-test is used when population is normally distributed and at least one

sample size is small.

Paired sample #-test is used when each subject is measured twice

(e.g. before and after tutorials). In this case, under H, T =
D—dg _
SoTvn tin—1)
For paired-sample test, the difference is normally distributed.
)2
Pearson’s statistic: % = ?=1%~ x?(v), provided that E; > 5.

Degree of freedom, v = number of classes — number of estimated
parameters — 1 for goodness of fit.

Collapse whenever E; < 5.

Degree of freedom, v = (no. of rows — 1)X(no. of columns — 1) for
independence.




*  Non-parametric tests test the median. The null hypotheses are to

claim that the median difference is 0.
Non-

parametric | * Continuity correction: P(X = k) = P(k —% <X<k+ %); P(X <
Tests

k) = P(X<k+-)




