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Morse-Kelley Set Rules

1. Everything is a class.

2. Every set is a class; every class is a collection of sets; a class is a
set if and only if it is a member of some class.

. Every collection of sets is a class.

. If Ais a class and z is a set, then ANz is a set.

. The image of a set under a function is a set.

. If A and B are sets, then so are APBRUArand'P(A).

. (AmiomnofiChoice) If (A; : i € I) is any sequence of sets such that
Vi€ I[A; # 0], then [];c; A # 0.

8. (Amiomrofilnfinity) N is a set.

9. (Azmiomrof Estensibility) A = B < Vx [x € A &z € BJ.
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Set Operations

Subset C

D1.6. ACBifVz[zr€ A=z € B].
Empty Set

D1.7. A set z is empty if Vy [y & z].
F1.8. If x = ) and A is any collection, then = C A.
F1.9. If z and y are empty sets, then z = y.

Union U and Intersection N

D111, zUy={z:z2€xVzEy}
zNy={z:2€xAz€y}
UA ={z:Fylye Anzcyl}
D1.13. if A=0;

0
B {{z :Vyly € A=z €y]} otherwise.

Other Operators \, A\, P

\y={z:z€xznzédy
zAy =z\yUy\z
Plx)={z:2Cx}

Di1.11.

Commutativity rUy=yUz
rNy=yNx
zU(yUz)=(xUy)Uz
zNyNz)=(zNy)Nz
zU(yNz)=(zUy)N(zUz)
zN(yUz)=(zNy)U(zN2)
2\(yUz) = (z\y) N (z\2)
2\(yN2) = (z\y) U (z\2)

Associativity

Distributivity

De Morgan

AN =z;xlhNe =0

Ay = yAx

(zAy) Az = A\ (yAz)
E1.18. 2N (yAz) = (xNy)A(z N z).

El.16.

Relations and Functions
Ordered Pair (a,b)

D2.1. An ordered pair (a, b) is the set {{a}y{ayb}}.
L2.2. (z,y) = (a,b) & (. =a) A (y =1D).
D23. AxB={z:3a€ A3db€ B[z = (a,b)]}.

Relation R

D2.6. A relation R is a collection of ordered pairs (Vz € R3a 3b [z =
(@, B)]).

e R is arelation on Aif R C A x A.

e dom(R) = {a: 3b[{a,b) € R]}.

e ran(R) = {b: Ja [(a,b) € R]}.

e Rl ={z:3a3T[(a,b) € RAz = (b,a)]}.
F2.9. If R is a relation and S C R, then S is a relation.
D2.10. If R is a relation and A is any collection, then R restricted to
A, R A, is RN (A XranR).
D2.12. Imp(A) ={b:3Ja € A[{(a,b) € R]}.
L2.15. Let R be a relation and A be a collection, then Img(|J A) =
U : 3a € A[I =Impg(a)]).
L2.16. Let R be a relation such that Vz,z [z # z = Imr({z}) N
Imp({y}) = 0]. Let A and B be any collections, then:

e Imp(NA) =({I:3a€ Al =Impg(a)]}.

o Imp(B\A) = Img(B)\Img(A).

Function f

D2.8. A function is a relation such that no two of its elements have
the same 15¢ coordinate (Va,b,c[({a,b) € f A (a,c) € f) = b=]).

e f: A— Bif dom(f) = A and ran(f) C B.
F2.9. If f is a function and g C f, then g is a function.
F2.11. If f is a function and A is any collection, then f [ A is also a
function.

o If A C dom(f), then dom(f [ A)=A
D2.21. XY = {f: fis a functionA f: Y — X}.

Inverse of Function f—1

D2.14. If f is a function and B is a collection, f~1(B) = Im;—1(B) =
{a:3b € B[{a,b) € f]}.
C2.17. Let f be any function and A and B be any collections of sets.
Then:

o [T UA) =U{I:Fac Al = f~(a).

e I NA=N{I:3ac Al = f(a).

o [THB\A) = fTHBO\STH(A).

Composite Function go f

D2.18. f composed with g, go f = {z : JaIb3c[({a,b) € f)A({(b,c) €
DA (@ = (@)}
L2.19. Let f, g, h be functions, then:

e go f is a function.

olf f:A—-Bandg: B — C,thengof:A—C.

e (Associativity) ho (go f) = (hog)o f.

Injection, Surjection and Bijection

D2.20. Let f: A — B be a function, then:
e (1-1)Va,a' € A[f(a) = f(a') = a=d'].
e (onto) ran(f) = B.
o (bijective) 1-1 and onto.
L2.22. If f: A — Bis 1-1 and onto B, then f~!is 1-1 and onto A.

Directed Collection

D2.39. A collection G is called directed if
Va,b€e GIc€ GlaCcAbC (]|

L2.40. Let G be a directed collection of functions, then f = G
is a function. Moreover, dom(f) = |[J{dom(s) : o € G} and

ran(f) = J{ran(o) : 0 € G}.

Cartesian Product []

Conv. A function f such that Vf € [ =
equivalent as a sequence F' = (A; : 1 € I).
D2.36. [[F = {func f : dom(f) = I AVi € I [f(z) € Ai]}.

T2.46. (General Distributive Laws) Let I be a set and (J; : ¢ € I) be
a sequence of sets. Suppose that I # 0 and Vi € I [J; # 0]. For each

i€, let (A;;:j € J;) be a sequence of sets. Then:

U m A j :m{U Airiy f € HJi}

dom(f) [f(i) = A is

i€Tjed; il el
m U A= U{ﬂ RN IOREAS HJi}
i€l jed; i€l iel
H( U 4ij) = U{HAi,f(i> 1 fe H Ji}
i€l jEJ; i€l el
1ICA A =T Aure - Fe]] 5}
iel jeJ; i€l iel

T2.47. Fix n > 1. Let X be a set and let Ay, Aa, ..., A, be subsets
of X. Then there are at most 227 different sets that can be formed
from A, Aa, ..
regions in a Venn diagram).

., Ay using the operations X\-, U and N (number of

Russell’s Paradox

T3.1. (Russell) REE={@aaisiasetnNz ¢z rismotraset:
T3.3. V= {z:x is aset} is not a set.
E3.4. If A and B are sets, then @XIB is also a set.
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E3.5. If A and B are sets, then dem(A)JFan(A)JVAPAS are sets.

E3.6. [ is a set and (A; : ¢ € I) is a sequence. Then [] A; is a set.
ier

E3.7. R and A are sets. If R is a relation, then ImR(Z) is a set.

E3.8. The class U = {z : Ja3b [z = (a,b)]} is a set.

E3.9. If f is a function and dom(f) is a set, then f is a set.

E3.x. U= {A: Aisaset and N~ A} is not a set.

a set. Fix any ¢ € V. Then z is a set, so Az = {z} X N is a set.

Suppose U is

N = A, since 3f(n) = (z,n) that is bijective. For any = € V, we have
z € {z} € (x,0) € Az € U. Hence V C |JJU U, contradiction.

The Natural Numbers
F4.1. (Peano Azioms) L4.6 + L4.7 + L4.14 + E4.15(6)

Natural Number Set N

D4.3. 0 is the empty set ().

D4.2. S(z) =z U{z}. 1 =5(0) = {0}.

D4.4. A class A is called inductive if 0 € A and Vo € A[S(z) € A]. A
set n is called a natural number if it belongs to every inductive class.

0eN
L4.6.
neN=S(n)eN

L4.7. If X is any set of natural numbers such that 0 € X and
Vz € X [S(z) € X], then X is the set of all natural numbers.

F4.8.
Suppose that 0 has property P and Vn € N [n has property P =

(Principle of Mathematical Induction) P is some property.

S(n) has property P]. Then all natural numbers have property P.

Vz € n [z C n]
L4.9. {nCN
Ve [(x CnAz#0)=3Imexznm=0]
ne¢n
C =
L4.10. mCn=(menVm=n)

(mCnAnek)=meck

Either m=norm €norn € m.
L4.11. Let X CN. If X #0, then 3n € X [X Nn = 0].
L4.14. Yn,m € N [n # m = S(n) # S(m)].

Less Than Relation <

D4.12. Vn,m € N[m < n < m C n].

F4.13. (Principle of Strong Induction) P is some property. Suppose
that ¥n € N [if P holds for all m € N less than n, then P holds for n].
Then P holds for all n € N.

menck=>mck

m € n € S(m) is impossible.

n#0=n=SJn)

n<m<nCm

E4.15.

max{n,m} =nUm
Either n = 0 or 3k € n [S(k) = n].

E4.16. X C N. Suppose X has the property that Vn € X [n C X],
then either X =N or 3n € N[X = n].

Extender E, Addition + and Multiplication -

D4.17. Let FN denote the class of all functions whose domain is some
natural number (FN is a proper class):

FN = {0 : ¢ is a function A 3n € N [dom(o) = n|}

An extender is a function E : FN — V.
T4.19. Suppose E : FN — V is any extender.
V [vn e N[f(n) =E(f [ n)]].

Then 3!'f : N —

m dom(o) =0
S(o(Udom(c)) dom(s) £0

3! fm corresponds to E. Define m 4+ n = fim(n).

0 dom(c) =0V o(Jdom(o)) ¢ N

fo(Uaom(ay (m)  dom(o) # 0 A o(Udom(o)) €N
3gm corresponds to E. Define m - n = gm(n).

D4.25. Define E(o) =

Define E(o) = {

More generally, suppose we have a function f: N — B that is defined
recursively as f(0) = bp and f(n + 1) = h(f(n)), then the extender
corresponding to f should be defined as

bo dom(c) =0
E(o) = { h(oc(Udom(c))) dom(o) # 0A o(|Jdom(c)) € B
0 dom(c) # 0 Aa(|Jdom(c)) ¢ B
n+1=5(n)

n+(m+k)=n+m)+k
n+m=m-+mn
n+n=2-n

E4.26.
2-n=2-m=n=m

n-(m+k)=n-m+n-k
n-(m-k)y=Mm-m)-k
n-m=m-n

E4.27. n<k=>m+n<m+k
m#0An<k=>m-n<m-k

Set Sizes

D5.1. A~ B < 3f : A — B which is both 1-1 and onto.
F5.2. For any set A, P(A) ~ {0,1}4.

D5.4. A 5 B if there exists f : A — B which is 1-1.
L5.5. If f and g are both 1-1, then go f is also I-1.
AZA
(ASBABZC)=(
(A BAB=C)=(
T5.7. (Cantor) For any set X
D5.12. (Schréder-Bernstein)

L5.6. A50)

A

an >
oy A
)
sl

E5.18. f: X — Y is a I-1 function. Then VZ C X [Z ~ Imy(Z)].
E5.14. IC Aand J C B. If I ~ J and (A\I) ~ (B\/J), then A ~ B.
fis 1-1 = f is onto.
men=mzgn
E5.15. mneN. qzCn=zgn
ngN
(AxnABxmANANB=0)= (AUB~n+m)
E5.16. If n € N and A ~ S(n), then Va € A [A\{a} = n].
L5.20. Suppose A and B are sets and f : A — B is a 1-1 function.
Then VX,Y C A [Im;(X) = Ims(Y) = X = Y].
A B=P(A) L P(B)
ASB= A° £ B
(ASBACEZDABND=0)=AUCZBUD
L5.23. If n € N and 3 onto function o : n — A, then A < n.

L5.21.

Finite Set

D5.19. A is finite if 3n € N [n & A], otherwise it is infinite. A is
countable if A <N, otherwise it is uncountable.
L5.22. If n € N and A $ n, then A is finite.
L5.24. If A and B are finite, then so is AU B.
T5.25. Let A be a finite set and f is a function with dom(f) = A,
then:

e XCA=XZ A

e ran(f) is finite and ran(f) < A.

o If Va € A [a is finite], then |J A is finite.

e P(A) is finite.
E5.26. If A is a finite non-empty subset of N, then max(A) = |J A.
E5.27. (ASCABSD)= (Ax BSC x D).

e If A and B are finite, then A x B is finite.

o If A and B are finite, then A is finite.
E5.28. If I is finite and Vi € I [A; is finite], then [] A; is finite.

i€l

E5.30. Suppose f is any function, then dom(f) zif

Legends
C Corollary
D Definition
E Exercise
F Fact
L Lemma
T Theorem

Conv. | Convention
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