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ST3131 Regression Analysis 
AY2021/22 Semester 2 

 
Multiple Linear Regression Model 
 

• Simple Linear Regression Model 
𝑌 = 𝛽! + 𝛽"𝑋 + 𝜖 

o Fitted Regression Function:  
𝑌' = 𝛽(! + 𝛽("𝑋 

 
o ANOVA Table: 

 
 

o Coefficient of Determination: It explains how 
much of the variation in 𝑌 can be explained by 
𝑋. 

𝑅# =
𝑆𝑆𝑅
𝑆𝑆𝑇 

§ Adjusted 𝑅#: 𝑅$# =
%&"

%&'&"
𝑅# − '

%&'&"
, 

where 𝑝 is the number of predictors 
and equals 1 for simple LRM. 
 

o Significance Test 
§ Significance 𝐹-Test 

1. 𝐻!: 𝛽" = 0 (no linear relationship) 
2. 𝐻": 𝛽" ≠ 0 
3. Test statistics: 𝐹 = ()*

()+
 

4. Under 𝐻!, 𝐹~𝐹",%&#. 
5. If 𝐹 > 𝐹",%&#(𝛼), 𝐻! is rejected at 

level 𝛼. 
 

§ Two-sided Test for 𝛽" 
1. 𝐻!: 𝛽" = 0 
2. 𝐻": 𝛽" ≠ 0 
3. Test statistics: 𝑇!-! =

-.!
/(-.!)

 

4. Under 𝐻!, 𝑇!-!~𝑡%&#. 

5. If :𝑇!-!: > 𝑡%&# ;
2
#
<, reject 𝐻!. 

6. 𝑝-value: 𝑝 = 𝑃 ;|𝑡%&#| > 𝑇!-!<. If 
𝑝 < 𝛼, reject 𝐻!. 
 

§ One-sided Test for 𝛽" 
1. 𝐻!: 𝛽" ≤ 0 
2. 𝐻": 𝛽" > 0 
3. Decision rule: 𝑇!-! > 𝑡%&#(𝛼) 

 
§ Confidence Interval of 𝛽": 

[𝛽(" − 𝑡%&# ;
𝛼
2< 𝑠

D𝛽("E, 𝛽(" + 𝑡%&# ;
𝛼
2< 𝑠

D𝛽("E] 

 
§ Significance test for 𝛽! is similar. 

 
• R Codes 

 
Input data into a dataframe 
q1.dat=read.table(“~/Downloads/”,header=TRUE) 
 
Make the variables available 
y=q1.dat$Y (replace Y with the header name) 
x=q1.dat$X 
 
Plot a graph of Y against X 
plot(x,y,xlabel=”x”,ylabel=”y”) 

 
Fit a simple linear regression model to the data 
q1.fit=lm(y~x) 
summary(q1.fit) 
 
Plot the fitted line in blue 
abline(q1.fit,col=”blue”) 
 

 
• Multiple Linear Regression Model 

𝑌 = 𝛽! + 𝛽"𝑋" + 𝛽#𝑋# +⋯+ 𝛽'𝑋' + 𝜖 
o Observations: 𝑦3 = 𝛽! + 𝛽"𝑥3" +⋯+ 𝛽'𝑥3' + 𝜖3, 

𝑖 = 1,2, … , 𝑛 where 𝑒3’s are i.i.d. ~𝑁(0, 𝜎#). 
 

o 𝑀𝐿𝐸 of 𝜷: Same as 𝐿𝑆𝐸, 𝜷U = (𝑿4𝑿)&"𝑿4𝒚 
o 𝐿𝑆𝐸 of 𝜎#: 𝜎X# = "

%&'&"
Y𝒚 − 𝑿𝜷UY# 

o 𝑀𝐿𝐸 of 𝜎#: 𝜎X# = "
%
Y𝒚 − 𝑿𝜷UY# = %&'&"

%
𝜎X5)+#  

 
o ANOVA Table: 

 
 

o Coefficient of Determination: 

𝑅# =
∑ (𝑦X3 − 𝑦[)#%
36"

∑ (𝑦3 − 𝑦[)#%
36"

=
𝑆𝑆𝑅
𝑆𝑆𝑇 = 𝑐𝑜𝑟𝑟(𝒚, 𝒚_)# 

§ Adjusted 𝑅#: 𝑅$# = 𝑅# − '
%&'&"

(1 − 𝑅#) 

 
o Significance Test 

§ Significance 𝐹-Test: Is there a linear 
relationship? 
1. 𝐻!: 𝛽" = ⋯ = 𝛽' = 0 
2. 𝐻": ¬𝐻! 
3. Test statistics: 𝐹 = ()*

()+
 

4. Under 𝐻!, 𝐹~𝐹',%&'&". 
5. If 𝐹 > 𝐹',%&'&"(𝛼), reject 𝐻!. 

 
§ Wald Statistics 

𝑊 = 𝜷U4𝑽U&"𝜷U 
In Multiple LRM, 𝐹 = 7

'
, where 𝑝 is 

number of predictors (dimension of 
𝜷U). 
 

§ Two-sided Individual 𝑡-test for 𝛽8 
1. 𝐻!: 𝛽8 = 0 
2. 𝐻": 𝛽8 ≠ 0 

3. Test statistics: 𝑡 = -."
9:"

 

4. Under 𝐻!, 𝑡~𝑡%&'&". 

5. If |𝑡| ≥ 𝑡%&'&" ;
2
#
<, reject 𝐻!. 

 
§ General 𝑡-test: 

1. 𝐻!: ∑ 𝒄8𝛽8
'
86! = 𝑑 

2. 𝐻": ¬𝐻! 
3. Test statistics: 𝑡 = 𝒄#𝜷.&=

>𝒄#𝑽.𝒄
 

4. Under 𝐻!, 𝑡~𝑡%&'&". 

5. If |𝑡| ≥ 𝑡%&'&" ;
2
#
<, reject 𝐻!. 

 
§ Confidence Interval for 𝛽8: 

f𝛽(8 − 𝜎X8𝑡%&'&" ;
𝛼
2< , 𝛽

(8 + 𝜎X8𝑡%&'&" ;
𝛼
2<g 

 

Tian Xiao
Simply divide by dimension of β or V
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§ Confidence Interval for 𝜷: 

f𝒄4𝜷U − h𝒄4𝑽U𝒄 × 𝑡%&'&" ;
𝛼
2< , 𝒄

4𝜷U + h𝒄4𝑽U𝒄 × 𝑡%&'&" ;
𝛼
2<g 

 
§ 100(1 − 𝛼)% Confidence Upper 

Bound for 𝛽8: 
𝛽8 ≤ 𝛽(8 + 𝜎X8𝑡%&'&"(𝛼) 

 
§ 100(1 − 𝛼)% Confidence Lower 

Bound for 𝛽8: 
𝛽8 ≥ 𝛽(8 − 𝜎X8𝑡%&'&"(𝛼) 

 
• R Codes 

 
Fit a multiple linear regression model to the data 
q1.fit=lm(y~x1+x2) 
summary(q1.fit) 
 
Isolate an expression in the model 
I(…) 
 
Extract fitted values, residues, estimated coefficients and 
covariance matrix 
yhat=q1.fit$fitted 
r=q1.fit$resid 
b=q1.fit$coef 
V=vcov(q1.fit) 
 
Compute squared Pearson’s correlation coefficient between 𝒚 
and 𝒚_ 
cor(y,yhat)^2 
 
p-value of 𝑃(𝑡=@ < 𝑥) and 𝑃(𝑡=@ > 𝑥) 
pt(x,df) 
1-pt(x,df) 
 

 
 
Linear Regression Model for Analysis of Variance 
 

• Dummy Variables: If a factor has 𝑎 levels, it can be 
represented by 𝑎 − 1 dummy variables. 

𝑢A = m10
, if	level	k			
, otherwise 

 
o Example: Considering the difference between 

region 2 and 4, region 1 and 3 and region 1 and 

4, then 𝑐 = {
1 0 −1
0 1 0
0 0 1

|. 

 
• ANOVA Table: 

 
 

o 𝑛+** here is for interaction model. For main 
effect model, add (𝑎 − 1)(𝑏 − 1). 

 
• Main Effect Model (2 factors) 

𝑦3 = 𝛽! +~𝛼A𝑢3A

$

A6#

+~𝛽8𝑣38

B

86#

+ 𝜖3 

o Adjusted Covariance Matrix: 

𝑽U =
𝜎C#

𝜎(#
𝑽� 

 
o Adjusted 𝐹-Statistics:  

𝐹$ =
𝜎(#

𝜎C#
⋅ 𝐹 

 
o Adjusted 𝑡-Statistics: 

𝑡$ =
𝜎(#

𝜎C#
⋅ 𝑡 

 
o When the cells are imbalanced, the 𝐹-statistics 

in the ANOVA table are not all correct. 
 

• Interaction Model (2 factors) 

𝑦3 = 𝛽! +~𝛼A𝑢3A

$

A6#

+~𝛽8𝑣38

B

86#

+~~𝛾A8𝑢3A𝑣38

B

86#

$

A6#

+ 𝜖3 

o Significance Test 
§ Overall Interaction Effect: 

1. 𝐻!: 𝛾A8 = 0 for all 𝑘, 𝑗 
2. 𝐻": ¬𝐻! 
3. Wald Statistics: 𝑊 = 𝜸_4𝑽UD&"𝜸_ 
4. 𝐹-Statistics: 𝐹 = 7

($&")(B&")
 

5. Under 𝐻!, 𝐹~𝐹($&")(B&"),%&$B. 
6. If 𝐹 > 𝐹($&")(B&"),%&$B(𝛼), reject 

𝐻!. 
 

§ Particular Interaction Effect 
1. 𝐻!: 𝛾A8 = 0 
2. 𝐻": 𝛾A8 ≠ 0 

3. Test statistics: 𝑇𝒄 =
𝑪𝑻𝜸

G𝑪#𝑽%𝑪	
. The 

choice of 𝒄 and 𝜸 depends on 
the hypothesis (L3S38).  

4. Under 𝐻!, 𝑇I~𝑡%&$B. 
 

• R Codes 
 

Fit an interaction model of y, x1, x2 
int=lm(y~x1*x2,data=q2.dat) 
summary(int) 
anova(int) 
 
Fit a main effect model of y, x1, x2 where x1 is before x2 
main=lm(y~x1+x2,data=q2.dat) 
summary(main) 
anova(main) 
 
Adjust the statistics in main effect model 
sigma.m=summary(main)$sigma 
sigma.i=summary(int)$sigma 
b=main$coef 
V=vcov(main) 
V.a=V*sigma.i^2/sigma.m^2 
round(V.a,4) (may not be necessary) 
sd.b=sqrt(diag(V.a)) 
t=b/sd.b 
p=1-pt(abs(t),28) (may need to adjust, note that the 
degree of freedom follows that of interaction model) 
 
Calculate Wald Statistics and F-Statistics 
b=int$coeff 
V=vcov(int) 
b.x=b[6:9] (suppose only these entries are relevant, note that  
aaaaaaaaaaaaab[0] and V[0][0] corresponds to the intercept) 
V.x=V[6:9][6:9] 
W=t(b.x)%*%solve(v.x)%*%b.x 
F=W/4 (suppose  (𝑎 − 1)(𝑏 − 1) = 4) 
 

 
 
 

Wald Statistics: When 
dimension is 𝟏, 

𝑾 =
𝜸𝟐

𝑽  
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Multiple Comparisons 
 

• Scheffe’s Criterion: 𝑐2 = h(𝑎 − 1)𝐹$&",%&''(𝛼), where 𝑎 is 
the number of groups, 𝑛+** = number of groups × 
sample size per group – 	𝑎.  

o Definition: Let 𝒞 denote the set of all contrasts, 
then 𝑃 ;max

I∈𝒞
|𝑇M| ≥ 𝑐2< = 𝛼. 

o A contrast is significant if its test statistics 
exceeds 𝑐2. 

 
• Studentized Range Statistics: 

𝑞$,%&'' = √𝑛(max 𝑌[3 −min 𝑌[3)/𝜎X 
 

o 𝑄-Statistics: 

𝑄38 =

⎩
⎪
⎨

⎪
⎧ √𝑛�𝑌[3 − 𝑌[8�

𝜎X

�
2𝑛3𝑛8
𝑛3 + 𝑛8

�𝑌[3 − 𝑌N��

𝜎X

			 if	𝑛" = ⋯ = 𝑛$ = 𝑛
otherwise																		 

§ �𝑇38� = 𝑄38/√2 
 

o 𝑇-Statistics: 

𝑇38 =

⎩
⎪
⎨

⎪
⎧ 𝛽(3

𝑠. 𝑑(𝛽(3)	
𝛽(3 − 𝛽(8

�𝑉𝑎𝑟D𝛽(3E + 𝑉𝑎𝑟D𝛽(8E − 2𝐶𝑜𝑣D𝛽(3 , 𝛽(8E�
"
#

if	𝑗 = 1					
otherwise

 

§ 𝑇-Statistics needs to be compared 
with O(,*&''

(2)

√#
. 

 
• Tukey’s Criterion: O(,*&'',+

√#
. 

o Definition: Let 𝒫 denote the set of all pairwise 
comparison, then 𝑃 ;max

I∈𝒞
|𝑇I| ≥ 𝑞2< ≥

𝑃 ;max
I∈𝒫

|𝑇I| ≥ 𝑞2< = 𝛼. 

 
• Bonferroni’s Criterion: 𝑡%&'' ;

2
A
<, where 𝑘 is the number of 

prespecified contrasts. If two-sided, take 𝑡%&'' ;
2
#A
<. 

 
• How to choose from the three criteria? 

o If it is only to control overall type I error rate, all 
three criteria can be used. 

o Bonferroni can be used if the given contrasts 
are the only concern. 

o Tukey can be used if the given contrasts are 
part of pairwise contrasts. 

o In general, Tukey is smaller than Scheffe. In 
consideration of efficiency, Scheffe is excluded. 

o Between Tukey and Bonferroni, the one with 
smaller value should be chosen. 

 
• R Codes 

 
Read Categorical Data 
z=factor(region) (region has 4 categories) 
 
Fit a model of y, x1, x2, x3 with all the main effect terms and two-
variable interaction terms 
fit=lm(y~x1+x2+x3+x1:x2+x1:x3+x2:x3,data=q3.dat) 
summary(fit) 
 

 
 
 
 

Variable Selection 
 

• Akaike’s Information Criterion: 𝐴𝐼𝐶 = −2 log 𝐿D𝛽((, 𝜎X(#E +
2𝑗(, where 𝛽((, 𝜎X( are MLE under model 𝑀, 𝑗( is the 
number of predictors in 𝑀. 

o Under Multiple LRM, 𝐴𝐼𝐶 = 𝑛 log(𝜎X(# ) + 2𝑗( + 𝐶, 
where 𝐶 = 𝑛(ln 2𝜋 + 1). 

 
• Bayesian Information Criterion: 𝐵𝐼𝐶 = −2 log 𝐿D𝛽((, 𝜎X(#E +

𝑗( ln 𝑛. 
o Under Multiple LRM, 𝐵𝐼𝐶 = 𝑛 log(𝜎X(# ) + 𝐶 +

𝑗( ln 𝑛, where 𝐶 = 𝑛(ln 2𝜋 + 1). 
 

• Cross-Validation (CV) Scores: 
o Leave-out-one CV Score: 

𝐶𝑉 =
1
𝑛~

�𝑦3 − 𝒙34𝜷U&3�
#

%

36"

	

	 

§ For the model 𝑌 = 𝛽! + 𝛽"𝑋" + 𝛽#𝑋# +
𝛽R𝑋R + 𝜖, and 𝑛 observations 
(𝑦", 𝑥"", 𝑥"#) …, the Leave-out-one CV: 

𝐶𝑉 =
1
𝑛~

D𝑦3 − 𝛽(!&3 − 𝛽("&3𝑥3" − 𝛽(#&3𝑥3#E
#

%

36"

 

o 𝑑-fold CV Score: 

𝐶𝑉 =
1
𝑑~

Y𝒚8 − 𝑿8	𝜷U&8Y
#

=

86"

	

 

 
• Sequential Procedures 

o Forward Selection 
o Backward Selection 
o Upwards Stepwise Selection 
o Downwards Stepwise Selection 

 
• Penalised Likelihood Approach 

o Least Absolute Shrinkage and Selection 
Operator (LASSO) 

 
• R Codes 

 
Calculate AIC, BIC, CV 
library(boot) 
M=glm(y~x1+x2+x3+x4+x5+x6,data=q4.dat) 
AIC(M) 
BIC(M) 
cv.glm(q4.dat,M)$delta[2] 
 
Carry out different selection procedures 
library(MASS) 
lower.m=lm(y~1,data=q4.dat) 
upper.m=lm(y~x1+x2+x3+x4+x5+x6+x7,data=q4.dat) 
 
# forward selection 
forward=stepAIC(lower.m,scope=list(lower=~1,uppe
r=~x1+x2+x3+x4+x5+x6+x7),direction=”forward”) 
summary(forward) 
 
# backward selection 
backward=stepAIC(upper.m,scope=list(upper=~x1+x2
+x3+x4+x5+x6+x7,lower=~1),direction=”backward”) 
summary(backward) 
 
# stepwise upward selection 
stepUp=stepAIC(lower.m,scope=list(lower=~1,upper
=~x1+x2+x3+x4+x5+x6+x7),direction=”both”) 
summary(stepUp) 
 
# stepwise downward selection 
stepDown=stepAIC(upper.m,scope=list(lower=~1,upp
er=~x1+x2+x3+x4+x5+x6+x7),direction=”both”) 
summary(stepDown) 

Read from model summary 

Use adjusted matrix 
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Model Diagnostics 
 

• Checking Non-linearity 
o Plot of Pearson’s residual against fitted values 
o Plot of Pearson’s residual against predictors 
o Scatter plot of response against predictors 
o If any non-linear trend shows up, it is an 

indication of non-linearity. 
 

• Checking Homogenity (constant variance) 
o Plot of Pearson’s residual against fitted values 
o Plot of Pearson’s residual against predictors 
o If variances are not constant, the vertical range 

of the residues will have obvious changes along 
the 𝑥-axis. 

 
• Checking Independence 

o Plot of Pearson’s residual against time/space 
where the observations are obtained 

 
• Checking Normality 

o Distribution plot of Pearson’s residual, such as 
box plot, histogram, etc. 

o Normal probability plot of residual (Q-Q plot) 
o If normality holds, the points of normal 

probability plot should roughly fall along a 
straight line. 

 
 
 
 

 
 
 

• Checking Missing Predictors 
o Plot of Residuals against other predictors not 

included in the model 
 

• R Codes 
 

Prepare raw materials 
yhat=model.fit$fitted.values 
r=residuals(model.fit,type=”pearson”) 
h=hatvalues(model.fit,type=”diagonal”) 
infl=influence(model.fit,do.coef=FALSE) 
rsta=rstandard(model.fit,infl,type=”pearson”) 
rstu=rstudent(model.fit,infl,type=”pearson”) 
cook=cooks.distance(model.fit,infl,res=infl$pear
.res,dispersion=summary(model.fit)$dispersion,ha
t=infl$hat) 
 
Fit a model of y, x1, x2, x3 with all the main effect terms and two-
variable interaction terms 
fit=lm(y~x1+x2+x3+x1:x2+x1:x3+x2:x3,data=q3.dat) 
summary(fit) 
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